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ABSTRACT Agent-based systems have been widely used to develop industrial control systems when they
are required to address issues such as flexibility, scalability and portability. The most common approach
to develop such control systems is with agents embedded in a platform that provides software libraries and
runtime services that ease the development process. These platforms also bring challenges to the agent-based
control system engineering. For example, they might introduce default design features, such as a global
directory of agents. Furthermore, agents are generally locked in a platform and depend on the platform’s
available support for deployment across computing infrastructures. This article addresses these challenges
through an approach for building agent-based control systems, that relaxes the dependencies in multiagent
system (MAS) platforms, through the use of container-based virtualisation. The proposed approach is elabo-
rated via a reference architecture that enables the implementation of agents as self-contained applications that
can be deployed, on-demand, in independent environments but still are able to communicate and coordinate
with other agents of the control system. We built a prototype using this approach and evaluated it in the
context of a case study for the supervisory control of digital network infrastructures. This case study enabled
us to demonstrate feasibility of the approach and to show the flexibility, of the resulting control system,
to adopt several topologies as well as to operate at different scales, over emulated networks. We also
concluded that designing agents as individual deployment units is also cost-effective especially in control
scenarios with low number of stable agents.

INDEX TERMS Agent-based control, multiagent systems, micro services, container-based virtualisation
industrial control, system containers.

I. INTRODUCTION
Modern industrial systems undergo a continuous and massive
demand for highly personalised services and products. Flexi-
bility to efficiently produce or provision services of different
characteristics as well as the ability to scale up and down
this production/provision become key requirements of such
industrial operations. Likewise, the control systems that sup-
port these operations should act as facilitators for addressing
these requirements and therefore exhibit also scalability and
flexibility, while avoiding compromises in performance and
effectiveness. Rapid changes in the controlled system implies
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either a highly flexible control architecture –which is compu-
tationally expensive– or very short cycles of re-adjustment
and re-tuning to the new conditions by control designers.

Although these requirements have been widely addressed
by the research community (section II), recent trends towards
cloud manufacturing [1] and software-based services [2]
tighten demands for control systems. The availability of
diverse computing infrastructures has opened another dimen-
sion of flexibility, closely linked to portability, where the
system should be able to be deployed across available infras-
tructure from edge to cloud passing through fog hardware
resources [3]. This way the control system can take advantage
of the best deployment strategies in order to reduce data
transmission to the cloud and latency when the industrial
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system demands it. As production and service provision sys-
tems increasingly rely on software components –e.g. web
services– that enable quick reconfiguration of resources and
capabilities, the control systems should operate with similar
speed and exhibit the ability to shrink or expand (e.g. in terms
of the number of controlling entities) according to demand
patterns.

The agent-based paradigm has been demonstrated to be
effective in addressing different requirements of flexibility
(e.g. mix, volume, product, etc.) identified for industrial sys-
tems. However, existing approaches for agent-based control
are usually coupled to an agent platform which operates on
controlled or semi controlled environments.When addressing
flexibility and scalability this is a problem, as usually agent
platforms have their own limitations and evolution cycles.
For example, some of the platforms are strictly academic
efforts while others are industry initiatives. Some platforms
are more aligned to standards than others and the openness is
limited as usually agents implemented in one platform cannot
be accommodated in another one [4]. Coupling the control
system to the platform brings uncertainty as the platform
might not evolve as the control systems requires.

Latest advances in virtualisation and microservices archi-
tectural patterns have incorporated new approaches and tech-
nologies for engineering of complex software systems [5].
Jointly used, these are tools that enable building systems
from loosely coupled and distributed services that can evolve
independently of each other and are easily portable across the
available computing infrastructure [6]. Few efforts have been
found in the literature of agent-based control systems that do
not rely in conventional MAS platforms but try to combine
advantages of agents and these technologies and architectural
patterns.

The main contributions of this article are threefold. First,
it proposes an approach for engineering of agent control
systems, using container-based virtualisation and microser-
vices architectural patterns as an alternative to conventional
approaches where the agent-based control system is coupled
to a MAS platform. Second, the paper introduces a reference
architecture that shows how this approach can be used to
build the mentioned control systems. Thirdly, it discusses a
case study in the context of next generation digital network
infrastructures where the benefits of this approach are dem-
onstrated, initially at small scale, through a prototype operat-
ing in a realistic environment, and later, at a larger scale, via
simulation experiments.

This article is organised as follows. Section II reviews the
relevant literature on agent-based control systems, the use
of MAS platforms and the tools used in this work. Next,
section III introduces the overall approach, discusses how
global directory of agents are substituted and how the agents
are decoupled from a platform, the end of this section presents
relevant design considerations. Section IV elaborates our sec-
ond contribution by introducing a reference architecture to
build industrial systems using control behaviours and con-
tainerised agents. The section V describes the case study and

the evaluation approach, it also discuses the results obtained
and the lessons learned. Finally, section VI summarises con-
cluding remarks and future work.

II. RELATED WORK
This section reviews key contributions in three directions: the
motivation for agent-based control systems, the development
approach for such systems and a set of software tools with
potential to complement current development approaches.

A. RATIONALE FOR MULTIAGENT-BASED CONTROL
SYSTEMS
Modern industrial control systems aim to meet multiple
non-functional requirements. Among these, flexibility [7],
scalability [8] and portability [9] are fundamental to ensure
their continuous evolution and long-lasting operation. Flex-
ibility refers to how easy the system can be modified for
applications or environments that are different to the ones
it was initially designed for [10]. In manufacturing control,
flexibility refers to the ability to change the mix of prod-
ucts, volumes, the sequence of operations in which they are
produced or the flows of material, among others [11], [12].
Portability is defined as ‘‘the ease with which a system or
component can be transferred from one hardware or software
environment to another’’ [10]. Portability is even more neces-
sary nowadays as computing resources are widely distributed
along edge, fog and cloud infrastructures. Scalability refers
not only to the ability of the system to accommodate and
handle an increasing amount of workload [8] but also to
perform efficiently under these conditions [13]. Multiagent
systems have been instrumental to address these requirements
in several industrial contexts [14] and we review some of
these solutions.

ADACOR [15] is an agile and adaptive architecture that
enables fast reaction to disturbances in the shop floor. In this
architecture agents are used to materialise a set of cooperative
and autonomous holons, where a supervisor holon is able to
coordinate and make decisions with a global perspective. A
prototype of ADACOR was built using JADE as it provided
compliance with FIPA agent standards. SOHCA [16] is a
service-oriented and holonic control architecture for recon-
figuration of disperse manufacturing systems presented. In
their article, authors propose a method to design such recon-
figurable systems using Petri Nets and enabling integration
between factory control and shop floor control layers.

WANTS [17] introduces a workflow and agents approach
for managing large-scale network and service management
in the context of Telecom Italia. In their work, the authors
report the use of WANTS for access network and part of
the metropolitan aggregation network, not for the national
backbone. WANTS is developed on top of WADE, a Work-
flow extension of JADE, that gives JADE agents the ability to
execute workflows. WANTS architecture incorporates Agent
Applications (AA) that are developed as workflow engines.
They report their approach is flexible to changes in devices
and in the topology of the network. Authors do not mention
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portability of their solution across infrastructure. The authors
of [18] present a hierarchical agent architecture built with
JADE and OSGI.

B. MULTIAGENT-BASED SYSTEM DEVELOPMENT
The development of agent-based control systems relies in
Multiagent system (MAS) platforms. Fig. 1 shows a summary
of the implementation approaches in the 50 most cited1 jour-
nal and conference article s, related to ‘‘multi agent industrial
control’’ that were published in the last decade and that
reported some implementation, i.e. excluding reviews and
purely theoretical contributions. MAS platforms have been
used in 16 out of 27 article s with an operational system
prototype, with JADE [19] used or extended in 13, JaCaMo
[20] in 2 and Gorite [21] in 1. This sample gives an indication
of the importance of MAS platforms in agent-based control
development. However, the reader is directed to [22], [23] for
more comprehensive reviews of existing platforms.

FIGURE 1. Implementation approaches in the top-50 most cited papers
related to multiagent industrial control.

Such platforms are technological architectures that provide
the environment in which agents operate [24]. They ease the
engineering of the control system and facilitate interoperabil-
ity among standard-compliant platforms [25]. For example,
platforms based on the FIPA2 standard incorporate agent
and service directory services where agents register and look
for others or the services they offer [26]. However, such a
platform-dependent approach has the following implications
to the industrial control systems:
• Platform Localisation. The assumption that (FIPA-
compliant) platforms are controlled environments with
central directory services [26] might affect system scala-
bility and robustness [27] as it incorporates a single point
of failure to the system [28]. Discovery of other agents
and their services is, by design, dependant on a directory,
ruling out other approaches such as a decentralised ser-
vice discovery [29]. This assumption also implies that
platforms provide global visibility of the entire MAS.
Not only maintaining the global view of the MAS can
be computationally demanding as the system grows, but
also there are cases where a global view is not neces-
sary to achieve global system goals as shown in several
applications within the field of swarm engineering [30].

1According to Semantics Scholar on 17/12/2020.
2Foundation for Intelligent Physical Agents

• Platform Extendability Constraints. The platform ser-
vices are deployed as one or several software applica-
tions with agents embedded within the platform [28].
We highlight two implications of this approach: on the
one side, it couples the agents to a particular plat-
form, usually one platform cannot accommodate agents
developed in other platform [24]. Furthermore, inter-
operation between multiple platforms is also limited
and only recently, progress has been made in defining
environments that enable such interactions [31]. On the
other side, this approach implies that agents might share
resources and then interfere with each other when they
are deployed as a single application. Moreover, the abil-
ity to monitor individual agents performance and their
resource usage varies widely from platform to platform.
Monitoring individual agent’s resource usage is key to
scale the system and make decisions about where to
deploy each agent according to their resource demands.

• Platform Deployment Limitations. Despite substantial
progress enabled by the existing platforms, it is still an
open challenge to facilitate the distribution of intelli-
gence across the available infrastructure i.e. edge, fog
and cloud [3]. In addition, the amount of manual setup
required [27] slows down the processes of porting agents
to different computing environments.

Overall, an agent platform eases the implementation of the
agent-based control systems, but it also constraints the way
that the solutions are built. As a result, the control sys-
tem ability to address requirements of flexibility, portability
and scalability is limited by the platform’s capabilities. The
efforts to mitigate these limitations can take two directions.
On the one side, evolving and extending the current plat-
forms, e.g. by enabling deploying of agents developed in
other languages and platforms, as suggested by [4]. Alterna-
tively, the dependency on MAS platforms can be reduced, for
example, by bringing, to control system engineering, other
distributed systems development approaches and technolo-
gies that have been less exploited in this field.

C. DISTRIBUTED SYSTEM ENGINEERING TOOLS
This article presents alternatives to platform-based agent
development that can facilitate the development of ad hoc
agent-based control systems. To support this, here we review
some system engineering tools that have the potential to
complement MAS-based industrial control engineering.

1) MICROSERVICES
Authors of [32] define microservices as decoupled and
autonomous software units with a specific functionality in
a bounded context. For [33], microservices is a specific
approach to implement Service Oriented Architectures (SOA)
where each microservice is a small autonomous service
within a business boundary. Microservices is also regarded
as an approach to build distributed systems from ‘‘small
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applications with a single responsibility and that scale up and
are deployed independently’’ [34].

In [6], Richards highlights that microservices is an archi-
tectural pattern in which, regardless of the implementation
topology, a central notion of the pattern is having ‘‘sepa-
rately deployed units’’ which increase scalability and decou-
pling of components. Microservices also brings the advan-
tage of real-time production deployments, where the services
component can be easily and quickly swapped in real-time.
According to [35], the distinctive features of microservices
are encapsulation, modularity, distributed composition and
network-accessibility.

Applications of microservices in industrial context have
shown their benefits. Authors of [36] present their ongoing
efforts for transformation of the architecture of a distributed
automation system to use microservices. [37] propose to
buildMAS based on microservices hence offering scalability,
flexibility and loosely coupling to Internet of Things (IoT)
applications. [38] introduced an edge-based microservices
architecture for IoT. They developed a mobility analysis ser-
vices case with extendable microservices and deployed their
system in low-capacity edge servers. Their results confirmed
the low latency of edge-computing solutions. [39] introduced
the ‘‘Multi-Agent Microservices’’ (MAMS) approach, where
interface agents expose their inbox –and potentially other
aspects of their internal state— as web resources, so other
agents use these resources to interact.

2) VIRTUALISATION AND SYSTEM CONTAINERS
Virtualisation technologies enable decoupling of the hard-
ware and the software running on it [40]. This decoupling
facilitates isolation of shared resources and capabilities as
well as runtime reconfiguration. As illustrated in Fig. 2
(adapted from [40]) the virtualisation can be achieved through
a hypervisor or through system containers [40]. Hypervisors
enable the creation of Virtual Machines (VMs) with a set of
allocated computing resources e.g. CPU, RAM, network and
file system. Depending on how the virtualisation is achieved,
the hypervisor can be of type I, if it enables the creation of
VMs on top of the bare hardware; or of type II, if it enables
creation of VMs on top of a host operating system.

Whereas VMs require a full guest operating system, con-
tainers offer a more lightweight approach, leveraging on the
host operating system kernel and implementing isolation of
processes [41], as well as, isolation of context and computing
resources [42]. As illustrated in Fig. 3, the containers are
built from an image script that links the required operating
system libraries and the software dependencies, together with
the application source code.

The joint use of microservices and containers brings ben-
efits in code portability, life cycle management and resource
utilisation [43]. With this approach, code portability is made
simple. A single image works as the template to build and
run one or many containers across different computing infras-
tructures with little configuration required and no additional
development. The image-based approach enables automation

FIGURE 2. Virtualisation architectures.

FIGURE 3. Container generation.

of the image workflow by re-compiling, testing, deploying
and running new containers once the source code is updated
[44]. A container manager system –a.k.a engine–, is able
to store multiple images and create containers, on demand,
from the image built from the scripts as shown in Fig. 3.
Since the containers require a lower overhead than a VM,
these can be used to implement individual independent
applications or microservices. Furthermore, library operating
systems, such as Unikernels, enable the creation of guest
operating systems based on a specialised kernel i.e., tailored
to a single-purpose application, making these systems more
secure and resource-efficient than conventional virtualised
equivalents [45].

Note that these system containers, are different to the
application containers that have been implemented for some
MAS platforms, for example JADE. There are multiple dif-
ferences between these implementations of the container pat-
tern, perhaps the most relevant are that system containers
provide isolation of resources while enable the creation of
fully specialised software environment from the operating
system [40]. On the other side, the application containers are
MAS-platform specific and depend on the programming lan-
guage runtime the platform is implemented e.g. Java Virtual
Machine [25].

In the industrial context, system containers have been
barely discussed. [46] proposed an architecture for a
multi-purpose industrial controller that supports multiple
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PLC execution engines while addressing flexible function
deployment. [47] explored the use of containers in real-time
applications to migrate from bare metal hardware to cloud
platforms, with comparable latency performance.

III. MAS DEVELOPMENT WITH REDUCED PLATFORM
DEPENDENCIES
Given the issues identified in the previous section with
platform-centred approaches toMAS development, it is desir-
able that industrial agent-based control systems consider
these requirements: 1) to avoid by-default single-point of
failures, 2) to avoid agent interference by enabling resource
isolation and 3) to ease agent portability across the available
infrastructure. In this section, we discuss how these require-
ments can be tackled with microservices and container-based
virtualisation tools.

A. CONTAINER-VIRTUALISATION FOR MAS
DEVELOPMENT
The approach being used in this article has its origins in the
telecom network engineering. Traditional telecommunication
networks were built from devices that performed different
network functions, e.g. routing or switching. Only recently
these functions were decoupled from the network devices in
an approach called Network Function Virtualisation (NFV)
that enables the deployment of functions across distributed
computing infrastructure as well as the selection and com-
position of them for the delivery of the telecommunication
services [2].

Inspired by these decoupled functions, agents of an
agent-based control system can also be decoupled from the
devices they are running on, and especially from a single
MAS platform. In consequence, the notion of an agent as
a self-contained design entity, goes beyond a design con-
cept to become also a self-contained deployment unit. Com-
pared to the NFV approach, there are two key differences of
these agents. First, these agents perform wider control func-
tions that can be extended beyond the telecommunications
domain, for example, these agents can perform production
control [48], including monitoring and scheduling. Second,
the agents are active and not passive services that need to be
orchestrated as is the case of functions in NFV.

Such agents are containerised software units that carry
out industrial control functions. They are implemented
as lightweight and self-contained applications with a
narrow-bounded responsibility. This enable these agents to be
deployed, scaled, tested, evolved, started and stopped inde-
pendently of other agents and its environment. As the agents
are deployed in system containers they can be implemented
in different programming languages, runtime platforms and
environments. Likewise, as the resulting control system is
built from a collection of independent agents, the dependen-
cies to a MAS platform are relaxed.

We now highlight the key properties of this approach and
discuss the differences with conventional approach that help
to address the shortcomings identified in section II-B.

B. REMOVING THE NEED FOR A GLOBAL DIRECTORY OF
AGENTS AND SERVICES
System containers have their own identification (e.g.
IP addresses) for each network they are connected to. Hence,
a one-to-one mapping between the container and the agent,
removes the need for extra agent IDs. Thismapping simplifies
discovery of agents and still multiple agents can run in the
same machine given they are deployed in different system
containers and also multiple overlay networks can be defined.
Agents use their network address to locate each other, every
agent has a local directory with the addresses of the agents of
interest. The system designer determines the constraints on
the size of the local directories and the protocols to maintain
them. This approach brings flexibility to the control system as
decentralised service discovery can be used to locate agents
and services. Since there is no global system view by default,
the decision of the type of view tomaintain is up to the system
designer and can vary depending on the number of agents of
the control system and the resources available for each one.
For example, a design can include distributed registries in
each agent that keep references of other agents depending on
their needs and their availability, similar to what is done in ad
hoc network protocols [49].

C. DECOUPLING AN AGENT-BASED CONTROL SYSTEM
FROM MAS PLATFORM
In the proposed approach, each agent of the control system
runs an isolated environment provided by the system con-
tainer. This means the agent is deployed with its own operat-
ing system and the software libraries required, according to its
functionality. The agent is also able to distribute its function-
ality along multiple threads of execution. Agents in a control
system are generally heterogeneous in various aspects. For
example, agents representing resources of a manufacturing
shop floor have responsibility to continuously monitor and
adjust configurations of physical properties of the resource
(e.g. a milling machine), and hence these agents can have a
long-lasting lifespanwhile themachine is in operation. On the
other side, for example, agents representing orders, might be
transient, performing simpler functionswithinminutes before
expiring. Although any of these agents can be implemented
with system containers, the container image characteristics
and software infrastructure required in each case might be
completely different. As the number of simultaneous orders,
although transient, might be generally higher than the num-
ber of resources, the system containers for implementing
these ‘‘order’’ agents have stricter resource constraints. These
constraints can be met by implementing these agents in a
different programming language and base operating systems
than the ones used for the ‘‘resource’’ agents. As indicated
in section II-C2, existing technologies enable deployment
of highly bespoke operating systems with minimal footprint
and overhead. The whole control system is not embedded in
a MAS platform but each containerised agent has its own
software infrastructure that can evolve independently of the
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system. In addition, resource usage by each agent can be
monitored uniformly at system container level rather than
depending on platform-specific services.

To show the effect of sharing resources in the response
time, we implemented a simple MAS where a sender agent
periodically sent messages, of a given size, to a receiver agent
that acknowledges reception. Using container-virtualisation,
additional memory-intensive agents were deployed together
with the receiver agent, in the first case within the same
container and in the second case, in separate containers.
As shown in Fig. 4, when agents share resources, e.g.
RAM, the performance of each agent is affected when other
agents are using resources intensively. In the case illus-
trated, the mean response time for 576 messages (8 mes-
sages of each size per run) of different sizes, is increased
when memory-intensive agents are sharing resources with
the recipient agent. More important, the standard deviation,
represented by the shadow area, is high. As system containers
enable isolation of the agents environment, the overall com-
munication time is less sensible to other agents running in
the same machine as long as they are all running in isolated
environments.

FIGURE 4. Comparison of agents response time when sharing and not
sharing resources for different message sizes, x̄ and s for 8 runs per each
message size.

D. REDUCED PORTABILITY EFFORT
The incorporation of system containers in the control system
engineering enables the integration of software develop-
ment and deployment operations in a infrastructure-as-a-code
approach [43]. This approach brings, to the engineering
process, practices such as continuous integration, continuous
testing and integrated system change management, among
others [50] that also boost the system readiness for automa-
tion of software evolution and operation activities, including
portability. The agent’s software and library dependencies
are defined in a script (see Fig. 5) that is run once to
create the base image of the control agents, then multiple
instances, with potentially different configurations, can be
started on-demand across the available infrastructure. As
agents have their own isolated environment, the version

FIGURE 5. Excerpt of container image showing specific runtime version
and modules loaded for a particular agent application.

conflicts on host platforms are limited and even completely
avoided. Overall the portability is simplified, a base image
is built once and containers can be installed many times in
multiple target host where the container management system
has been previously installed.

In addition, the life cycle of the agents is carried
out through a container management infrastructure which
enables the agents to be be started and shutdown, quickly
on-demand, without affecting others. Therefore, these con-
tainerised agents can be quickly scaled up or out (of the initial
runtime environment) and replaced with no required changes
to the implementation.

E. DESIGN CONSIDERATIONS
In this section we present a number of considerations for
designing an agent-based control following the approach pro-
posed.

1) Assessment of the agent implementation strategy.
Although it seems obvious, conventional approaches
assume the control systems is built on top of a MAS
platform, then the first decision is which platform to
use. That leads to a selection of programming lan-
guage and concrete design approach. [51] points out
that agent platforms do not meet specific needs of
industrial applications, given their general-purpose ori-
entation. On the contrary, aMAS platform-independent
approach enables the design of highly bespoke control
systems. When agents are mapped one-to-one to the
containers, some of the MAS platforms services, such
as the life cycle management, can be replaced by con-
tainer management services. Other services e.g. agent
discovery, are designed according to the concrete case.
However, the downside of this approach, compared to
the platform-dependent solutions, is that the design
effort is increased according to the complexity of the
use cases.

2) Individual and shared repositories. As an agent is
intended to encapsulate its own state, its design should
link state repositories and knowledge bases to each
individual agent. Knowledge sharing among agents
is preferred via message exchange rather than using
blackboard-type spaces that introduce a dependency
among the agent and a single-point-of-failure entity
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FIGURE 6. Control system reference architecture.

or service. Agents might share their own state data
(e.g. observations from the elements under control) or
configurations that other agents can use to their own
states. This has to be defined according to requirements
of each case, e.g. privacy and communication overhead.
Shared repositories, when required, are not part of
the core agent behaviours but are used for supporting
activities e.g. backup, archives, etc.

3) System-Wide Visibility Strategy. As a basic principle,
agents generally have a partial/local view of the envi-
ronment, however, for implementation purposes, this
principle is sometimes relaxed. A global view of the
environment is possible by either adding shared spaces
and services or enabling connections among all the
agents of the system. However, this strategy becomes
harder tomaintain while the system grows. On the other
side, when agents have partial views of the environ-
ment, the agents are less sensitive to changes in the
scale. The trade-off is that the system becomes more
complex as it requires a strategy to make decisions in a
rationally-bounded context and deal with inconsistent
or approximated views of the environment.

4) Agent behaviours and deployment. To facilitate the
customisation of a deployment environment; the design
of the underlying agent behaviours should decouple
environment-specific operations from the common
operations given by the agent type. For example, fol-
lowing the ‘‘separation of concerns’’ principle [52],
the behaviour to trigger a temperature adjustment
should separate the rules that lead to specific lev-
els of temperature and the process to trigger the
changes, from the actual action that depends on
the available physical interfaces. This way, multiple

functionally-equivalent agent instances can be
parametrised to run with easy portability along dif-
ferent hardware infrastructures. This approach fosters
quick reusability of pre-designed elements regard-
less of the concrete deployment environment, which
reduces the extra design effort required when there is
no MAS platform support. Evolution of core behaviour
is also possible with reduced impact on physical
interfaces.

IV. A REFERENCE ARCHITECTURE FOR CONTAINERISED
CONTROL AGENTS
This section presents a control architecture based on the
approach and considerations described in section III. We also
note that some of the ideas behind this architecture are
inspired by works such as [15] and [38].

A. SYSTEM VIEWPOINT
The Fig. 6 illustrates the system architecture that is being
proposed in this article. The key design principle is that
the control system is built from independent control agents,
composed of both, behaviours implementing the agent’s
interaction model, and atomic control behaviours, specific
to the entities or processes of the industrial system under
control. Multiple agent ‘‘boilerplates’’ are made out of these
behaviours and each of these boilerplates is defined as a
self-contained agent image that is deployed on-demand.

The agent boilerplates and their control behaviours cover
the different perspectives of interest of the industrial system.
The agents monitor and control the condition and perfor-
mance from each perspective. For example, Digital Asset
agents are linked to system elements such as machines,
telecommunication devices or any other assets or their
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FIGURE 7. Multiple realisations of the control reference architecture.

components. The Digital Space agents are mapped to the
spaces where the assets are located. The granularity of
the association between the agent and the assets or spaces
depends on the availability of the sensors and actuators.
These agents incorporate ad hoc behaviours for sensing and
controlling that interface with the available physical sensors
and capabilities of the asset or space. Likewise, other agents
addressing more functional perspectives include: the Process
Manager agents controlling one or several processes and
workflows of interest that are carried out to deliver services
or manufacture products. The Product Manager agents con-
trolling the manufacture of one or several individual products
(type of products) of interest. The Service Manager agents
control the provision of one or several individual services
(type of services) of interest. The control behaviours enable
collection of measurement data for creating views of the
industrial system with the metrics of interest from each
perspective. These views then enable monitoring and trig-
gering of the corresponding control actions. The individual
architecture of a control agent is discussed in section IV-B.

The system architecture does not include fundamental
structural relationships between agents. These are replaced
by communication and coordination flows that are defined
by the agent topologies and corresponding message proto-
cols. Hence, as depicted in Fig. 7, the realisations of this
architecture can implement different interactionmodels while
reusing as much as possible the control behaviours and the
specific interfaces with the elements under control.Moreover,
different interaction models can work for different situations
thus providing flexibility to the overall system.

Support functions related to the control system’s infras-
tructure can be either added to the core control agents or
composed in dedicated infrastructure agents. These func-
tions enable configuration, agent’s life cyclemanagement and
evolution of the overall system. The agent launcher config-
ures agent’s behaviours to a particular context e.g. hardware
or network infrastructure and triggers the initialisation of an
individual agent. The Control Function Provisioner agents
trigger the creation of other control agents, they monitor their

state via interaction model and support agent takeovers when
required as they have behaviours that interface with the Con-
tainer Management System. The Control System Optimisers
agents monitor the overall control system performance, based
on configuredmetrics of interest e.g. resource usage, commu-
nication latency, messages passed, etc; and trigger routines
for optimisation of the control agents or their interaction
models. This set of agents are then the main source of recon-
figuration and adaptation of the control system.

B. INTERNAL AGENT VIEWPOINT
The agent is a modular unit that is assembled on deploy-
ment given the configuration passed. This configuration
defines specific parameters of operation for the behaviours
and interaction model of the agent. As deployment is quick,
any substantial change in the agent structure or interac-
tion model leads to the agent being decommissioned and
a new instance with updated structure and behaviours is
deployed. Fig. 8 shows the simplified view of the internal
architecture of an agent representing an asset of an industrial
system. The key fundamental agent functions are covered
by ad hoc behaviours organised in four groups: observa-
tion, communication, control and decision making. Given
the configuration defined in the agent launcher, the specific
behaviours of the ones presented in Fig. 8 are deployed.
An agent can be deployed with all or a subset of the available
behaviours. The sensing behaviour enables processing of
the data streams coming from the configured data sources,
including the implementation of the interfaces with physi-
cal sensors deployed along an industrial system. Support-
ing actors preprocess (e.g. normalise or classify) the data
collected and manage the life cycle of the agent’s view of
the industrial system. Depending on the type of agent, this
view can be local or according to interaction model, consider
other agent’s collected data. The decision-making behaviours
drive the control action selection by defining the model and
criteria used for this selection. This selection might be as
simple or complex as required, for example based on rule-
based, probabilistic, neural networks or any other learning
models. The actuating behaviours link the available physical
and software-based capabilities (actuators), thus enabling the
activation of control actions and provide a message-driven
interface to these actions. The behaviours can be aggregated
or activated in runtime where they remain stable, however if
more significant changes are required, for example, upgrade a
pre-trained model with new meta-parameters and configura-
tion, a take-over process takes place where the containerised
agent is replaced by another one with the updated behaviours
and model.

The agent’s state is stored in a local repository, however
backup functions are intended to be defined as a specialised
actuating behaviour copying local state to decoupled reposi-
tories. This way the operation of the agent is not dependent on
remote repositories but it is also possible to instantiate a new
or changed version of the agent with a baseline of historical
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FIGURE 8. Containerised Agent: Simplified Structural View Of The Internal Architecture. Stereotypes as follows: A) Agent,
B) Behaviour, R) Supporting Actor, C) Auxiliary Class.

state, for example in the case of an update of the agent’s
decision models.

V. CASE STUDY: SUPERVISORY CONTROL OF NEXT
GENERATION NETWORK INFRASTRUCTURE
This section introduces a case study of a MAS-based super-
visory control system applied to next generation telecom-
munications network infrastructure. The study is intended
to illustrate the characteristics of an agent-based control
approach that relaxes the MAS platform dependencies as
discussed in sections III and IV.

A. CASE STUDY DESCRIPTION
1) NEXT GENERATION DIGITAL INFRASTRUCTURES
Fig. 9 illustrates an example of a next generation digi-
tal infrastructure where multiple networks, not only core
telecommunications but also wireless sensor and actuator,
virtual or even workforce networks, enable the provision of
a variety customisable and heterogeneous digital services
with some agreed service levels (SLAs). Beyond physical
and software-defined telecom networks (SDN) [53] and the
convergence of mobile and fixed access networks [54], other
networked systems such as the workforce or the supply man-
agement systems are also key components of the infrastruc-
ture to enable seamlessly and agile service delivery. On the
right side of Fig. 9, supervising this infrastructure, an instance
of an agent-based control system enables decision-making
considering the data gathered at each different network
context.

The main type of service of interest is the data trans-
port across different locations of the infrastructure network.
Instances of this service define specific requirements of
bandwidth and latency, among other properties. The data
is transported along multiple sub-networks, some of them
with different operators and generally different low-level
control entities, such as software defined controllers. Given
the huge amounts of data generated by these systems, ensur-
ing that service provision meets customer expectations (e.g.
as set in the SLAs) and business goals while considering
the operational context, becomes difficult to achieve without
automation [55]. A supervisory control –above other existing
local network control functions– is required to integrate the
multiple perspectives and consolidate control actions given
this integrated view.

2) REQUIREMENTS OF NEXT GENERATION DIGITAL
INFRASTRUCTURES
Together with academic and industrial partners of the
NG-CDI3 research programme we identified requirements of
the future digital infrastructures. We highlight here those key
requirements that have implication on the control system and
that make the approach discussed in section III particularly
useful in this case.
• Ever growing infrastructure and third-party plat-
form risk aversion. Telecom network infrastruc-
tures are inherently distributed and in permanent

3https://www.ng-cdi.org/
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FIGURE 9. Case study environment: Digital infrastructure and container-based control
system.

evolution [56], [57]. It is hard to anticipate the dimen-
sions that the infrastructure might reach. For this reason,
it is risky and hence undesirable to tie key supervisory
control functions to a single third-party MAS platform
because there is no certainty about the platform’s ability
to evolve at the speed and dimensions the infrastructure
and control system might require.

• Geographically distribution and effortless portability.
Network infrastructures have been and will continue to
be geographically distributed. Moreover the computing
resources that enable their control are also distributed.
It is desirable that control system components can be
deployed and ported along the cloud or edge computing
resources with minimal effort and according to where
it is more advantageous from a business or end-user
perspective.

• Elasticity and fine-grained resource monitoring and
allocation. The network infrastructures are expected
to be elastic, leveraging on software-defined networks
that can grow or shrink on demand [58]. Likewise,
it should be possible to scale up or down the control
system, according to the network infrastructure needs.
Part of this is assumed for agent-based control sys-
tems, as agents can be started or shut down on demand.
However, determining the best allocation of resources
to agents is only possible by individually monitor-
ing agent’s resource needs and usage. This way, extra
resources can be provisioned for the control system
when required and also freed when unused.

B. INTRODUCTION TO CONTROL SOLUTION APPROACH
A realisation of the reference architecture presented in
the section IV was used to implement a control system

prototype for supervision of the operation of an instance of a
digital infrastructure. The supervisory control is the topmost
level control function with two main monitoring and con-
trol perspectives: a) monitoring and managing the physical
condition of the assets that are involved in the delivery of
the digital services and b) assessing and adjusting the ser-
vice performance with reference to the SLAs. Digital Asset
agents are mapped one-to-one to the network elements and
monitor their local performance: in/out throughput given the
existing links and connections of the network element with
others. These agents also monitor the physical condition of
the assets (namely board temperature, system errors packets,
CPU usage and RAM usage, among others). Control actions,
such as re-routing of traffic flow among different paths or pro-
vision of new network resources, are triggered via REST API
to low-level controllers (e.g. SDN Controller and Container
Manager).

The Service Provision Control behaviours include algo-
rithms for both monitoring the performance of a set of
services and triggering the actions to ensure the agreed per-
formance. Algorithm 1 shows the routines for calculating net-
work throughput variation 1T after the Digital Assets have
reported their state. The algorithm consolidates measure-
ments fromDigital Assets involved in the service delivery and
compares their performance with each other. If the variation
1i for a given time window (ws,we) is higher than the agreed
SLA thresholds it triggers the defined action, in this case
the replacement of the under performing Digital Asset. This
algorithm shows a simplified version, but different actions
can be triggered by matching the observed values.

This control behaviour that can be either implemented by a
dedicated Service Manager agent, or a selected Digital Asset
agent. In fact, three variations of the control architecture
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Algorithm 1Monitoring of Throughput Variation (1T )
input: ws,we,V , α, p
for li in L do

A← a(V , li,ws,we)
Xi← m(A)
G← ∅,K ← ∅,
B← n(V ,ws,we)
for Bi in B do

C ← c(V ,Bi,ws,we)
C ′← c(V ,B′i,ws,we)
1i = m(C ′)− m(C)
if 1i > α then

r(p,Bi)
K ← [K ,Bi]

ws← we

were implemented. The first one, named H (Hierarchical),
defines a hierarchy between the Digital Asset agents (DA)
and a Service Manager (SM). The other two architectures,
are connected resembling the topology t of the network
under control. In the architecture named Lt (Leader with
topology t), one of the DAs is the leader that takes over
the Service Provision Control behaviour instead of a ded-
icated SM. In the architecture named Dt (Distributed with
topology t), the leader responsibilities are distributed locally
among DAs that exchange data collected with neighbours.

The prototype4 of the control system was implemented in
Scala using the akka actor framework5 and the agents are
packed as docker6 containers.

C. EVALUATION OF THE EFFECTIVENESS OF THE
CONTAINER-BASED MAS APPROACH TO
SUPERVISORY CONTROL
The evaluation of the proposed approach is broken down in
two parts. The first part assesses the prototype in operation
within a realistic but small scale environment. Because of
complexity and availability of resources this is only possible
to analyse at small scale. The second part aims to analyse
behaviours of the system at larger levels of scale, especially
with regards to control agent’s resource management (which
is linked directly to the ability to ease portability and elastic-
ity). In both parts of the evaluation, the statistical significance
of differences among architectures is checked according to
these hypothesis: H0: The mean usage of resources is the
same among architectures. HA: The mean usage of resources
is different among architectures.

1) SMALL SCALE EVALUATION
A network with the topology presented in Fig. 10 was emu-
lated to serve as testbed for the control prototype. This partic-
ular topology was chosen as it reproduces a typical topology
that appears in this type of network infrastructures [59]. This

4Github repository available upon request.
5https://developer.lightbend.com/guides/akka-quickstart-scala/
6https://www.docker.com/resources/what-container

TABLE 1. Symbols Used in the Algorithm 1.

environment was implemented in mininet7 with Ryu SDN
Controller.8 Each node corresponds to an emulated switch,
the links between themwere set with different bandwidth and
delays. Ryu performs basic data flow control capturing traffic
measurements through the emulated network and making
them available via REST API. Over the emulated network,
a regular flow of data traffic is simulated using iperf tool. The
condition of the underlying assets over which each switch
is deployed is simulated by a SimAsset. We built this as a
Scala actor that exposes a data stream from synthetic CSV
files, randomly generated from datasets provided by indus-
trial partners. There is one SimAsset per switch and the data
is sensed by a matching Digital Asset agent via one of their
sensing behaviours. On deployment of the control system,
one agent is created and associated to each switch. This way
the supervisory control system observes traffic and network
state via Ryu SDN Controller and physical condition via the
SimAsset.

The control system prototype was run eight times for each
variation of the architecture while completing the following
scenarios:
• Standard Operation: The Ryu SDN Controller drives
traffic considering a combination of shortest path
and highest bandwidth. Supervisory control monitors,
records and compares throughput against SLAs. Partic-
ularly, in this scenario the control system supervises that
connectivity and data traffic between hosts connected to
switches 8 and 20 (Fig. 10) is within parameters defined
in the SLAs.

• Condition-driven Operation: The node 7 in Fig. 10,
is simulated to fail due to overheating. The Supervisory
control detects this condition degradation and triggers
update of data flows to drain the traffic out of switch 7.

2) LARGE SCALE EVALUATION
Agents can be deployed across large infrastructures as
required, only if there are enough resources available. Hence,

7http://mininet.org/
8https://ryu-sdn.org/
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FIGURE 10. Network used in the emulation. Generated using the
Newman-Watts-Strogatz model [60] with n = 25, k = 3 and p = 0.4.

monitoring the resources each agent uses is critical to deter-
mine their demands. Likewise, the control system’s ability
to operate elastically, is only possible if resources used by
agent’s can be provisioned and freed on-demand. The aim of
this part of the evaluation is to analyse whether the approach
explored facilitates overall management of control resources
at a large scale. The following experiments were carried out:

• Portability & Resource Monitoring The aim was to
deploy the control system prototype with hundreds of
agents and monitor their resources. This enables to
evaluate how easy it is to port and scale the system
and monitor each agent’s resources. To simplify the
experiment we use a ring topology for the emulated
network and focus on architectures H (Hierarchical)
and Dr (Distributed with a ring topology). The control
system was ported from a laptop (Intel(R) Core(TM) i7-
8550UCPU@1.80GHzwith 16Gb of RAM ) to a server
(Intel(R) Xeon(R) CPU E5-2680 v4 @ 2.40GHz with
66 Gb of RAM). Resource monitoring was implemented
using Prometheus9 and Kamon,10 reporting to tailored
Grafana dashboards.11

• Deployment StrategyAs system containers enable differ-
ent strategies for deployment of heterogeneous agents,
this experiment aims to analyse the effect of the strategy
when the number of agents increases. The heterogeneity
here is evidenced by the resources (RAM) required by
each agent and the effect is quantified in terms of the cost
of running the control system which is directly propor-
tional to the resources used. Two strategies are studied:
one with mixed agent types in a single deployment unit
(1-to-Many), which is normally the case in conventional
solutions, and the other one with one deployment unit

9https://prometheus.io/
10https://kamon.io/
11https://grafana.com/

TABLE 2. On-Demand Resource Simulation Parameters.

TABLE 3. Small Scale: Agent’s Summary Statistics.

per agent (1-to-1), which is the strategy used in the
prototype implementation. Control systems with three
proportions of stable/transient agents were simulated:
20/80, 50/50 and 80/20. The agents whose resource
demands are stable, are those that control, for example,
physical assets that are up and running during most of
the time; and agents that are transient, control, for exam-
ple, temporal entities or assets. In the context of digital
infrastructures, these can correspond to network ele-
ments of temporal networks set up on demand for music
or sports events. Resource demands for each agent are
modelled as Poisson processes, where an event indicates
a variation in the resource consumption pattern. Details
of the simulation parameters are presented in Table 2 and
the results are discussed in the next section.

D. RESULTS & DISCUSSION
1) SMALL SCALE
The supervisory control collected and aggregated through-
put data, enabling the monitoring of the network ser-
vices via dashboards as the one presented in Fig. 11.
It highlights the aggregated service view created out of the
measurements collected by individual Digital Asset (DA)
agents. In the standard operation scenario, all three vari-
ations of the architecture were effective in enabling traf-
fic via the path [8, 7, 2, 1, 18, 19, 20] (See Fig. 10). When
the switch 7 was simulated to fail, the new path selected
was [8, 9, 10, 16, 17, 18, 19, 20]. A summary of the resource
usage and communication overhead, for the eight runs,
by each architecture is presented in Table 3. The hierarchical
architecture (H ) shows the lowest resource usage (RAM and
CPU) on average. To check whether these differences are sig-
nificant, we first applied the Shapiro normality test, obtaining
the p-values shown in column p of Table 3. Such a normality
hypothesis is rejected for all the groups taking part in the
comparison, given the small value of the p-values. Even for
the group with a higher p-value, CPU usage p-value= 0.06,
it is not considered high enough to avoid rejection of the
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FIGURE 11. Supervisory control dashboard, highlighting Service View
panel with throughput for p2p connection services as reported on
real-time by the prototype.

normality hypothesis. Hence, a suitable, non-parametric test
for the comparison of groups is Friedman test. The p-value
for the comparison of the RAM groups is 0.0439 which leads
to a rejection of the hypothesis of groups having equal RAM
mean. However, the post-hoc analysis for CPU and bytes
transferred (Tx), shows that the difference is not significant to
reject that these 2 groups have equal mean, having a p-value
of 0.1969. The RAM differences can be explained as the
DA agents in H have lower workload as only the SM agent
consolidates measurements and monitor SLAs.

This experiment shows that conventional platform ser-
vices, such as agent discovery, can be implemented with the
support of a system-based container framework, in this case
using Docker. This way we address the first requirement
identified in V-A2 as there is no fundamental dependency
on a MAS platform. In addition, the agents have their own
local registries of agents rather than a global one. This way
multiple connection topologies and coordination protocols
can be implemented with reduced changes among configura-
tions. For example, inH , each agent has only the SM address
whereas in Lsw and Dsw architectures, every DA has as many
agent neighbour as links exist in the switch being controlled.
We have seen this also causes DA agents ofH to have a lower
RAM usage than in other architectures but making the SM a
single point of failure (SPoF). However, this is not a default
SPoF, because the control system can easily be adjusted by
moving service control behaviours to DAs and updating their
local registries with convenient neighbours, as is the case of
Lsw and Dsw architectures.

Each agent container is deployed with the same Scala
classes and there is a parameter, passed at launching, that
indicates which behaviours (Scala traits) should be enabled
in each agent, this makes the system flexible as it is easy
to switch between agent architectures, just before starting
each agent. The agent container image size is 117MB, and
Table 3 shows that resource usage varies with the archi-
tecture. For reference, we compare these values with those
of a basic installation of the JADE platform. This uses in
the order of 70MB of RAM while idle and the size of a
JADE image container is around 82MB. So it shows that the
values obtained in our prototype are not ideal but still can
be deployed in constrained devices such as a Raspberry Pi.

Furthermore, there are active efforts towards making con-
tainer operating systems lighter, breaking them down into
libraries [45] and also for enabling customisation of execution
environments.

2) LARGE SCALE
The mean RAM usage profile per agent in two architectures
with up to 300 agents is presented in Fig. 12. Overall, the fig-
ures show requirements of less than 170MB, on average, per
agent of each system, regardless of the architecture and the
number of DA agents (number of assets). After concluding
that normality could not be assumed for the analysed groups,
we applied Friedman tests to check whether the differences
in RAM usage within the same architecture but different
quantities of agents were significant. In this case, we obtained
a p-value of 0.001031 for H and 0.000079 for Dr , meaning
that, the mean RAM usage per agent and architecture is
the same regardless of the quantity of agents (H0 accepted).
Evaluating differences of the RAM per architecture for a
given quantity of agents, we found that p-value was 0 for
all the quantities analysed. This means there are differences
among RAM usage per architecture (H0 rejected), which
is also shown by the solid lines in Fig.12. However, when
comparing the overall mean RAM usage per agent and archi-
tecture, it is only possible to say thatH architecture has lower
RAM requirements (around 40MB less) per agent than theDr
architecture. Only by monitoring individual agent usage per
type of agent, we realise that SM agent has higher resource
demands that grow linearly as the system is scaled up (inset
in Fig. 12). By design this is expected, as responsibilities of
Service Manager mean a higher workload that depends on
the number of agents. However, this might not be always
clear, for example, if the frequency of certain operation in a
particular asset is higher than in others, it might cause a higher
workload in the controlling DA agent. This type of demands
are even more difficult to pick when the number of agents
grows. Defining agents as single deployment units (contain-
ers) independent of a MAS platform, enables to set resource
usage limits per agent. This way thresholds can be monitored
and controlled to determine which agents require tuning or
extra resources.

For the cost analysis, we define Aa/b as theCost Advantage
of one deployment strategy ‘a’ over another ‘b’, as follows:

Aa/b =
Ĉb − Ĉa
Ĉb

(1)

where Ĉa is the mean cost of the system for the strategy ‘a’
normalised by the number of agents and the observation time.
The mean cost is calculated as the mean of the resources used
by all the agents in the system. Thus the cost advantage shows
the proportion of the benefit (cost savings) of one strategy ‘a’
over the reference strategy ‘b’. The bars in Fig. 13 show the
cost advantage of a 1-to-1 agent-node deployment strategy,
with on-demand provisioning, over a 1-to-Many deployment
strategy, in environments with three combinations of sta-
ble/transient agents. There is an advantage in the 1-to-1 over
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FIGURE 12. Mean RAM usage for two architectures with up to 300 DA
agents. The inset shows mean usage per type of agent in the Hierarchical
architecture.

FIGURE 13. Cost advantage of 1-to-1 over 1-to-M deployment strategies
for three proportions of stable/transient agents. 1-to-1 strategy:
on-demand provisioning of agents deployed in individual containers.
1-to-M strategy: provisioning of one stable container for deployment of
multiple agents.

the 1-to-M strategy in all the cases analysed except when
the there are 400 agents and 80% of them stable. When the
proportion stable/transient is 20/80, this cost advantage of
1-to-1 strategy is consistently close to 40% of the cost of the
1-to-Many strategy. However, it decreases and becomes more
variable when the proportion of stable/transient agents is
50/50. Even, when the most of agents are stable the advantage
is reduced to less than 10% and no advantage with greatest
number of agents. The standard deviation for the eight runs is
plotted on top of each bar. This experiment confirms the intu-
ition that 1-to-1 deployment strategy is more cost-effective
in scenarios with high number of transient agents and also
shows the potential magnitude of the benefit considering mix
of agents and scale.

Reflecting on the second and third requirements in
section V-A2, these experiments show that the ability to mon-
itor individual agents together with the isolation of environ-
ment facilitates the portability of agents to where resources
are available. Likewise, as agents are individual deployment
units the system can scale up and down bringing potential cost
benefits during operation.

There might be natural trade-offs between these resulting
benefits and the added complexity over platform-dependent
approaches. This complexity is more evident with highly
heterogeneous agents. Thus, more deployment units make
more demanding the administration of the control system.
If a general security policy, applied over the resources
where the agents are deployed, is not enough, then agents
might require individual policy configurations. Furthermore,
if agents are deployed along untrusted environments, secure
protocol suites are necessary to protect inter-agent commu-
nication. As consequence, these situations need to be con-
sidered also during the control system engineering process,
making it more demanding too.

Nevertheless, these challenges have been identified by
the microservices community and are actively investigated.
There are tools that enable automation of administration
tasks via scripts and the management swarms or fleets of
containerised services. Deploying agents in their own runtime
environments can eventually facilitate the use of library oper-
ating systems (OS) [45]. This way agents can be more secure
by reducing the potential attack surface of the underlying
OS. However, security is an important requirement of control
systems that deserves wide attention beyond the scope of the
present study.

E. LESSONS LEARNED
Although we presented a case in the context of telecom-
munication infrastructure services, this approach is closely
alignedwith agility and capability-based flexibility principles
of cloud manufacturing [1] and the general system architec-
ture for Industry 4.0 applications [61]. Furthermore, the shift
from pure goods production towards mixed product-service
business models [62], brings the service-oriented scenarios
presented in this case study, closer to the manufacturing
industry.

We explored the engineering of agent-based control sys-
tems by relaxing dependencies on conventional MAS plat-
forms, the case study helped us to bring the following
reflections:
• Dynamic Control.As industrial systems are increasingly
dynamic, it becomes more relevant for the control sys-
tem to have the flexibility to change its structure. The
approach explored provides flexibility to easily change
agent system topologies and for communication there is
no need of a single agent directory.

• Decoupled Services. One benefit of the approach
explored is that the supporting tools for agent mon-
itoring, are not integrated to the MAS platform, but
are separate services, running in their own contain-
ers. This facilitates the replacement of such tools (e.g.
Prometheus andGrafana) for alternatives without requir-
ing to migrate agents to another MAS platform. So the
services normally offered by a single MAS platform can
be consumed from specialised of-the-shelf solutions.

• Automated Asset Generation.Due to the container-based
virtualisation, new agents can be created from the same
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template in an automated process, this approach enables
the control system to grow in the number of agents as
required and to move them along the available infras-
tructure. Another consequence of these characteristics
is that migration of control systems can be eased pro-
gressively per control function, rather than requiring a
big-bang approach.

• Programming Language Independence. Although all
our agents were developed in Scala, the discussed
approach offers potential for programming language
independence as the core requirement for interaction
with other agents of the control system is to be able to
send/receive messages according to the ad hoc proto-
col. Depending on the application context, secure proto-
cols might also be required as discussed in section V-D.

• Customisation & Resource Usage Improvement. The
image size and resource usage profiles of the agent con-
tainers is an area where significant improvements can be
made. Key to improve this aspect is the availability of
more modular and customisable runtime environments,
together with Unikernels and library operating systems.
Tools for easing development in different programming
languages using these technologies are still insufficient.

• Complementing MAS Platforms. Container-based vir-
tualisation can be used as a complement of MAS plat-
forms. However, there are platforms that implement
the container pattern at application level. Working with
two levels of containers increases complexity of the
development process.

• Hard Real-time LimitationsAlthough system containers
do not offer hard real-time performance that some indus-
trial applications require, there are multiple ongoing
efforts to address this issue [63].

VI. CONCLUSION AND FUTURE WORK
This article introduces an approach for the engineering
of agent-based control systems while relaxing dependen-
cies in MAS platforms. In this approach each agent is a
self-contained application that is deployed independently of
others. The article also presents a reference control archi-
tecture, based on the proposed approach, where decoupled
control behaviours are composed into agent images that can
be configured for activation on start up. As a result, each
agent structure can be easily replicated or deployed along the
available hardware infrastructure.

The feasibility and expected performance of this approach
was demonstrated with a case study for the implementation
of a supervisory control system in digital network infras-
tructures. Three variations of the architecture were imple-
mented in a prototype which monitors and controls the
condition-driven operation of an emulated network.We tested
the ease of portability and ability to monitor resources with
specialised decoupled off-the-shelf solutions that substitute
equivalent MAS platform services. We found containerised
agents are more demanding in terms of computing resources
than traditional agents embedded in agent platforms, however

this was not a problem for the studied case and there is room
for optimisation. Moreover, a control system based in con-
tainerised agents can easily and quickly change its underlying
topology and deployment nodes, which simplify deployment
of agents across available computing infrastructure. The pro-
posed approach also facilitates monitoring of resource usage
for each individual agent.

In addition, we analysed the effect of defining agents as
individual deployment units, in the overall cost of operation
of the control system. The simulation results showed that this
approach is cost-effective especially when there is a higher
proportion of transient agents than stable ones in the control
system.

A route for future works is to explore the creation of
agents based on Unikernels. To date, tools for creation and
monitoring of Unikernels are scarce and still at an early stage
which represents a barrier for the evaluation. Additional lines
of work are to address use cases in other domains, such as
manufacturing, and to evolve existing prototype to allocate
agents implemented in multiple programming languages.
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